M.Sc. STATISTICS COURSE OUTCOMES

Semester 1
Course Code : MST1C01
Course Name : ANALYTICAL TOOLS FOR STATISTICS — 1

CO 1: Develop skills in generalizing the concepts 1 unmivariate calculus o multvanate sstup
CO 2; Acquure the basic concepts of complex plane

CO 3: Determine denvatives and integrais in the case of functions in the complex plane

€O 4: Determunz Poles and residue of complex functions.

CO 5: Find Laplace tranform of a oiven functon

CO 6: Express a given function as a Fourner Senes.

Course Code : MST1CO2
Cnurse Name : ANALYTICAL TOOLS FOR STATISTICS —1I

CO1: Tllustrate vector space. subspaces, independence of vectors, basis and dimension, direct
sum, complement and orthogonality with sxamples.

CO2: Examine hinear mdependence and to construct arthogonal and erthonormal vectors:
CO3: Find rank and nullity. for analysis of matnces.

C'O04: Determine sigen values and sigen vectors of 2 grven matrix.

C05: Establish the relation between algebraic and geometnic muluplicity,

CO5: Execute the decomposinion of a matrix.

CO6: Derrve selution of homozencous equations and their applications 1 real hife situations
and use of z 1inverse.

CO7: Classifv quadratic forms.

Course Code : MST1C03
Course Name : - DISTRIBUTION THEORY

CO1: Descnibe different types of discrete probability distributions

CO2: Explain the propertiss and applications of continuous distnbunions

CO3: Denive probability distibutions of the differsnt functions of discrete and continuous
random

varnables

CO4:D=scribe different Samplhing distributions and thetr interrelations

CO35: Tllustrate real data modeling using probability distributions.



Course Code : MSTICO4
Course Name : : PROBABILITY THEORY

CO1: Use algebra of s=ts tn statistics

CO2: Describe basic concepts of Random vaniable from measure point of view

CO3: Explain the concept of distnbution fimctton. Charactenistic funetion and their relationships
and importance

CO04: Distinmuzh different tvpes of convergence.

CO3: Acquire knowledge in some of the very important theorems like WLILN, CLT and their
applications.

Course Code : MSTILO1
Course Name : STATISTICAL COMPUTING-I

CO1: Develop scientific and expenmental skalls,

CO2: Apply the principles of Anslvtical Tools for Statistics- I and Distnbution Theory using
real data sets.

€03: Know the formulas to be applied for the analysis

CO4: Write the K codes for the anatysis of the given data.

CO35: To instail and load the packages required to min the R codes

MST2C05: DESIGN AND ANALYSIS OF EXPERIMENTS

Course Outcomes:

On completion of the course, students should be able to:

CO1: Explam the Prnnciples of planning of an =xpeniment.

C02: Discuss and compare different complete block designs with and wrthout
ancillary varsables.

CO3: Anzlyze experiments with and withouot missing values.

CO4: Apply incomplete block desizns and balancad mcomplets biock designs.
CO5:Explan factorzal experiments. total confounding and partial confounding
CO6: Describe Response surface design and method of steepest accent.

Semester 11

MST2C06: ESTIMATION THEORY

Course Qutcomes:

DOn completion of the course, students should be able to:

COl1: Describe the properties of eshmators: unbiasedness consistency and sufficiency.



CO2: Explain exponennal famuly and Pitrean famuly of distnibutions, with tilustrations.
C03: Descnibe the method of finding sufficient statishcs, mimimum variance unbiasad
estimators,

consistent estimators and consistent and asymptotically normal estimators

CO4: Relate sufficient statistic and ancillary stanstc using Basu's thorem.

CO5: Determine UMVUE usine complete sufficient statistic using Rao- Blackwell, and
Lehmann-Schefie theorems.

CO06: Det=rmune the sstimators using method of moments; method of percentiles. maximum
likelthood method and Bavesian method

MST2C07: SAMPLING THEORY

Course Outcomes:

On complenon of the course, students should be able to:

CO1: Distnzuish between Probabilty and Non-Prebability Sampling

CO2: Apply the sampling methods® simple random sampling, systematic sampling stratifisd
sampling and cluster sampling.

CO3: Estimate the population parameters for vanables and annbutes under the above
pracadurss.

CO4: Estimate the population parameters conceming the study vanables under auxiliary
informanon (Ratoe

and regression methods)

C'O35: Discuss probability proportional to size (PPS) sampling stratemes.

CO06: Explain the concepts of ordered and unordered estimators and its properties.

MST2C08: TESTING OF STATISTICAL HYPOTHESES

Course Qutcomes:

On completion of the course, students should be able to:

CO1: Explain the problem of testing of hvpotheses and the concept of p value.

C'02: Construct most powerful tests using Nevman-Pearson lemmia, one-sided and two-sided
UMP tests and UMP unbias=d tests.

C03: Descnibe the concept of a-simular testsand construct such tests.

CO4: Apply nonparametric tests for testing soodness of fit. homogensitvand independence.
CO5:Develop SPRT for different problems

MST2L02: STATISTICAL COMPUTING-IT

Course Outcomes:

On complenon of the course, students chould be able to:

CO1: Develop scientific and expenimental skills of the students.

CO2: Apply the principles of Design of sxpeniments. Esiimation Theory ; Sampling Theorv, and
Testing of Stanstical Hypotheses using real data sets.

C'03: Know the formulas to be applied for the analysis.



C04: Wrte the R codes for the analysis of the given data

CO35: Enter the data grven for the analysis.

CO7: Explain how to make conclusions and wnits the inference for the data analysis based on
the output obtained.

SEMESTER III
AMSTAC09: APPLIED REGRESSION ANALYSIS
Course Outcomes:
On completion of the course, students should be able to:
CO1: illustrate the concept of lincar regression model
CO2: Estimate and test the sigmificance of regression parameters and explam properties
estimators.
CO3: Check the model ad=quacy of regression models using residual analysis
C04: Discuss polynomial, step-wise and non-parametric regression models,
CO5: Explain logietic and Poisson regression models for binarv and count dats and sstimate
their parameters.
CO6: Discuss generalized linear models and estimation of 115 parameters.

MSTAC10: STOCHASTIC PROCESSES

Course Outcomes:

Un completion of the course, students should be abie to:

CO1: Recollect the basic concepts of random variables and condittonal probab:lities.
CO2: Explain Markos: Chamn with illustrations.

CO2: Clasaify the States of 2 Given Markov Chain

C04: Describe inter armval ume and watting time distributions and their properties.
CO5: Explain generalized Potsson process and their proparties

CO6: Describe the concept and applications of renewal process.

CO7: Explain the basic charactenistics of queues and the properties of Brownian motion

MST3IEO2: TIME SERIES ANALYSIS

Course OQuicomes:

On complenon of the course, students should be able to:

C0O1: Describe the basics of tune senes data. (= aulo-covanancs, auto-correlation and
stationanty

CO2: Nllustrate test for trend and seasonality,

CO3: Explain the smoothing mesthods for detenmmuining trend of the data

CO4: Describe the propetties of linear time series models

CO5: Fo hinear models for ime series data sets.

CO6: Describe the maximum likelihood, Yule-Walker and least squars estimation methods.
C07: Learn to validate a model using residual analysis

CO8: Define ARCH and GARCH models and derve their



MST3E13: BIOSTATISTICS

Course OQutcomes:

On completion of the course, students should be ahle 1o

CO1: Discuss types of Biological data and Principles of Bio Statsstical design of medical
studies.

C02: Explain the concepts of susrvival ume functions of important paramsiric models and
compare two survival distibutions using LR test and Cox™s F-test.

CO3: Explain censoring and sstimation of parameters using censored data

CO4: Descnibe competing risk theory and sstimate the probabilities of death by ML method.
C06: Discuss the Basic biological concepts in genetics and clinical mals.

MST3L03: STATISTICAL COMPUTING-IIT

Course Outcomes:

On completion of the course, students should be able to:

CO1: Develop saientific and expenmental skills of the students.

CO2: Apply the pnnciples of Desion of expeniments, Estimation Theory . Sampling Theory, and
Testuing of Statistical Hypotheses using real data sets.

CO03: Use the formulas to be apphed for the analysis.

CO4: Write the K codes for the analysis of the given data.

CO5: Emter the data given for analysis

C06: Explain how to make conclusions and wrnite the inference for the data analvsis based on
the output obtaned.

IV-SEMESTER

MSTACIL: MULTIVARIATE ANALYSIS

Course Outcomes:

On completion of the course, students should be able to:

CO1: Describe the development and uses of multivariate normal distnibution

CO2: Leamn the vanous characterization properties of multtvanate nommal distribunons

C0O3: Get wdea about sampling distnbutions of vanous multivariate statistics and know how the
results are

utilized 1n inference procedure.



CO4: Apply different aspects of testing of statistuical hypothesis in multivanate set up.
COS: Idennfy the most appropnate statistical techmgues for a multivariate dataset,
CO6: Apply commonly used multivanate data analysis techmigues, and mterpret the resulis

MST4P01: PROJECT/DISSERTATION

Course Outcomes:

Dn campletion of the course, studentz should be able to:

CO1: Discuss the applications of various statistical techmques leamed in the entire course n the
form of

prozect work.

CO2: Manage a real practical situation where a statistical analysis 15 sought.

CO2: Develop professional approach towards wniting and presenting an academic report.

C04: Get more insight about the opporuntties 1 ressarch/career.

MST4E1S: DATA MINING TECHNIQUES

Course Outcomes:

Un completion of the course, students should be abie to:

CO1: Apply classificanion technigues and concept of deciston tress

CO2: Discuss clustering techmyues 1n statistical and data mimng viewpoints.

CO2: Explain and apply unsupervised and unsupervized learning and dats reduction techmiques.
CO04: Explain and apply arificial neural networks and extensions of regression maodels.

CO5: Discuss data warchousing and online analytical data processing.

CO6: Explain and apply the techniques of association rules and prediction

MST4V01: Comprehensive Viva voce

Course Qutcomes:

On completion of the course, students should be able to:

CO1: Commumicate the concepts of 2ach course precisely

CO2: Communicate the importance and applications of the subject Statistics in a broad sense
CO03: Get more insights into the subject areas.

CO4: Eace mterviews withouot fear and communicate thewr 1deas effectively.

MST4L04: STATISTICAL COMPUTING-IV

Course Outcomes:

On completion of the course, students should be able to:

CO1:Dzvelop scientific and expenmental skalls of the stmdents and to correlate the theorenical
principles with application based studies. '



CO2: Leam to apply the multivariate techniques using R or Python.

C03: Validate rezults by simulation of artificial data sets using R or Python.

CO4: Lsam to import and analyze multivariate data from other source of data files hike
spreadsheet or web page

CO5: Prepare the complex raw data into manageable format to analyze



